Algorithm 1. Construct random decision tree
Input: 	Training dataset (DT), Condition attributes (CA), Modules(M) 
Output: 	A Random Decision Tree
Method:	New Random Tree
 1		If (CA =  or DT = ) then  // Check if the input dataset is null
 2			return Null
 3		End if
 4		P = P(DT);  // Calculate the probability of module occurrence
 5		CNode = NewRandomTree (DT, CA, M); // Construct current node based on input DT, CA, M
 6		found = false;  // Randomly select condition attributes and split (line 6 – line 13)
 7		For ( CA)
 8	      	CA = CA – {};
 9	      	If (InformationGain () > 0) then
10				found =true;
11				break;
12	        End if
13		End for
14		If (not found) then
15	   		CNode.child = Null;
16	   		return CNode;
17		End if
18		CNode.splittingAttribute = ;  // Construct random tree (line18 – line 26)
19		N = number of attribute values of ;
20		CNode.child = new
	  	bulidRandomTree [N]
21		For (i = 1 to N)
22	    		DT (i) = {T}
23	    		PD(i) = P(DT (i));
24	    		CNode.children [i] = bulidRandomTree (PD(i), AC, M);
25		End for
26		return CNode
[bookmark: _Hlk522523730][bookmark: _GoBack]Step 1: Construction of random decision tree. In the training set, decision-tree learners build a tree by recursively partitioning the data, as depicted in Algorithm 1. These trees are merged together to form a random forest. 
Step 2: Modules result prediction. Each random decision-tree produces a prediction result, i.e. P(s), based on the conditional/decision attributes and values. By leveraging theses probabilities, one can obtain the P in the three-way model, as shown in Algorithm 2.
Step 3: Computation of average cost. The pre-defined threshold , and  are leveraged to compare with the probability value P to classify different categories based on Eqs. (19-21). Then, the average cost can be calculated based on the cost matrix in Table 5 and Eq. (22), as shown in Algorithm 3.



Algorithm 2.  prediction based on random decision tree
Input:	Current node (CNode), Test dataset(Dt)
Output:	M Prediction Result (P)
Method: PredictionbyRandomDecisionTree (PRDT)
 1		a = CNode.splittingAttribute;
 2		j = a (Dt);
 3		If (CNode.child = NULL) then	
 4			return CNode.M;
 5		Else if (CNode.children [j] = NULL) then
 6			return CNode.M;
 7		Else
 8			return PRDT (CNode.child [j], Dt);
 9		End if

Algorithm 3. Computation of average cost 
Input: Condition attribute of the testing dataset (CAt), Thresholds (, ), Probability of module occurrence (P)
Output: Average Cost (ACOST) 
Method: AverageCostCalculation
 1	For (x CAt) do
 2		If (E is training dataset) then
 3			P(x) is calculated based on Equation
 4		Else P(x) is predicted by the Algorithm 2
 5		End if
 6		O (x) is the original modules of x
 7		For (M from 0 to N) do   // Predict probability of each module (0 to N) separately
 8			If (P (x)  ) then
 9				If (O(x) = M) then
10					NAA ++; // Number of accept-accept region
11				Else 
12					NAR ++; // Number of accept-reject region
13				End if
14			Else if (P (x)  ) then
15				If (O(x) = M) then
16					NRA ++; // Number of reject-accept region
17				Else
18					NRR ++; // Number of reject-reject region
19				End if
20			Else 
21				If (O(x) = M) then
22					NPA ++; // Number of pending-accept region
23				Else 
24					NPR ++; // Number of pending-reject region
25				End if
26			End if
27		End for
28	End for
29	ACOST is calculated by equation	
30	return ACOST

